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Machine Learning
Overview

Supervised Learning
Part 1



Supervised learning

input

/HDUQV�IURP�EHLQJ�JLYHQ�³right answers´

output label



Input (X) 

email 

audio 

English 

ad, user info 

image, radar info 

image of phone 

Output (Y) 

spam? (0/1) 

text transcripts 

Spanish 

click? (0/1) 

position of other cars 

defect? (0/1)

Application 

spam filtering 

speech recognition 

machine translation 

online advertising 

self-driving car 

visual inspection
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with One Variable

Linear Regression 
Model Part 1
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Data table
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Data used to train the model
ݔ

size in feet2
ݕ

price in $1000¶V

400
232
315
178
ǥ

870

2104
1416
1534
852
ǥ

3210

Notation:

= single training example

ሺݔሺ௜ሻǡ ሺ௜ሻሻݕ = ith training example

ሺଶሻݔ

(1)
(2)
(3)
(4)
«
(47)

ݕ ൌ

݉ = number of training examples

ൌ ͳͶͳ͸
(1st, 2nd, 3rd «�

not exponent
index

ݔ
feature

 �³LQSXW´�YDULDEOH

³RXWSXW´�YDULDEOH
³WDUJHW´�YDULDEOH

Terminology
Training 
set: 
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Linear Regression 
Model Part 2
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training set

learning algorithm

݂ ොݔݕ

feature model prediction

How to represent ݂?

௪݂ǡ௕ ݔ ൌ ݔݓ ൅ ܾ
݂ ݔ ൌ ݔݓ ൅ ܾ

Linear regression
ݔ

ݕ

(estimated ሻݕ

³\-KDW´

Univariate linear regression.
target

with one variable.



Linear Regression 
with One Variable

Cost Function



Model: ௪݂ǡ௕ ݔ ൌ ݔݓ ൅ ܾ

Training set

ǡܾ: parametersݓ

What do ݓǡܾ do?

size in feet2 (ݔ) price $1000¶V��ݕ)

460
232
315
178
ǥ

2104
1416
1534
852
ǥ
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Maliyet 
fonksiyonu 

Kare hatası maliyet 
fonksiyonuy

x

Find ݓǡ ܾ:
ොݕሺ௜ሻ is close to ݕሺ௜ሻ for all ሺݔ ௜ ǡ ሺ௜ሻሻǤݕ

m = eğitim örnekleri sayısı

ሺݔሺ௜ሻǡ ሺ௜ሻሻݕ

ොݕሺ௜ሻ ൌ ௪݂ǡ௕ ݔ ௜

௪݂ǡ௕ ݔ ௜ ൌ ሺ௜ሻݔݓ ൅ ܾ

௪݂ǡ௕



Linear Regression 
with One Variable

Cost Function 
Intuition



model:
௪݂ǡ௕ ݔ ൌ ݔݓ ൅ ܾ

parameters:

cost function:

goal:

ǡݓ ܾ

��������
௪ǡ௕

ܬ ǡݓ ܾ

simplified
௪݂ ݔ ൌ ݔݓ

ݓ

��������
௪

ܬ ݓ



0

1

2

3

0 1 2 3
0

1

2

3

-0.5 0 0.5 1 1.5 2 2.5

parameter

௪݂ሺݔሻ ሻݓሺܬ
(for fixed w, function of ݔ) (function of ݓ)

y

x

௪݂

ݓ ൌ ͳ

ሻݓሺܬ ൌ
ͳ
ʹ݉෍

௜ୀଵ

௠

ሺ ௪݂ ݔ ௜ െ ݕ ௜ ሻଶ ൌ
ͳ
ʹ݉

෍
௜ୀଵ

௠

ሺݔݓ ௜ െ ݕ ௜ ሻଶ ൌ
ͳ
ʹ݉ ሺ ሻൌ Ͳ

ሻݓሺܬ

ݓ

input

Ͳଶ ൅Ͳଶ ൅Ͳଶ
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ሻݓሺܬ

(function of ݓ)
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goal of linear regression:
��������

௪
ܬ ݓ
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Model ௪݂ǡ௕ ݔ ൌ ݔݓ ൅ ܾ

Parameters ǡܾݓ

Cost Function

Objective ��������
௪ǡ௕

ܬ ǡݓ ܾ
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௪݂ǡ௕ ܬ

(function of ݔ) (function of ݓǡ ܾ)
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Andrew Ng

ࡶ ࢝ ൌ െ૚૙ǡ࢈ ൌ െ૚૞

ሺ௪ǡ௕ሻܬ
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3D surface plot
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click within this plot to add points

price in 
$1000¶V

size in feet2



Linear Regression 
with One Variable

Visualization examples



click within this plot to add points

price in 
$1000¶V

size in feet2



you can rotate this figure

click within this plot to add points

price in 
$1000¶V

size in feet2



price in 
$1000¶V

size in feet2



price in 
$1000¶V

size in feet2



Training Linear 
Regression

Gradient Descent



Until we settle at or near a minimum

Have some function ܬ ǡݓ ܾ

Want

Outline:

���
௪ǡ௕

ܬ ǡݓ ܾ

Start with some ݓǡ ܾ
Keep changing ݓǡ ܾ to reduce ܬ ǡݓ ܾ

ܬ ଵǡݓ ଶǡǥݓ ǡ ௡ǡݓ ܾ���
௪భǡ ǥǡ௪೙ǡ௕

(set 0=ݓ, ܾ=0)



ݓ

ܾ

ܬ ǡݓ ܾ



Training Linear 
Regression

Implementing
Gradient Descent
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Gradient descent algorithm

Correct: Simultaneous update

ݓ̴݌݉ݐ ൌ ݓ െ ߙ
߲
ܬݓ߲ ǡݓ ܾ

�̴݌݉ݐ ൌ ܾ െ ߙ
߲
߲ܾ ܬ ǡݓ ܾ

ܾ ൌ ̴ܾ݌݉ݐ
ݓ ൌ ݓ̴݌݉ݐ

Assignment

Learning rate
Derivative

Simultaneously 
update w and b

Incorrect

ݓ̴݌݉ݐ ൌ ݓ െ ߙ
߲
ܬݓ߲ ǡݓ ܾ

ݓ ൌ �̴݌݉ݐ
̴ܾ݌݉ݐ ൌ ܾ െ ߙ

߲
߲ܾ

ܬ ǡݓ ܾ
ܾ ൌ ̴ܾ݌݉ݐ

Repeat until convergence



Training Linear 
Regression

Gradient Descent 
Intuition 
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Gradient descent algorithm
repeat until convergence ሼ

���
௪

ܬ ݓ

ܬ ݓ
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J(w)

J(w)

ܬ ݓ

ܬ ݓ

ݓ

ݓ



Training Linear 
Regression

Learning Rate  
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Gradient descent may:
- Overshoot, never reach minimum 
- Fail to converge, diverge

Gradient descent may be slow. ݓ

ݓ

ݓ ൌ ݓ െ ߙ
݀
ݓ݀

ܬ ݓ

If ߙ LV�WRR�VPDOO«

If ߙ LV�WRR�ODUJH«

ሻݓሺܬ

ሻݓሺܬ

minimum

minimum
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local minimum

current value of ݓ
ݓ

ȉ Ͳ ߙ െ ݓ ൌ ݓ

ݓ ൌ ݓ

ሻݓሺܬ
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Can reach local minimum with fixed learning rate

ݓ

ܬ ݓ
Near a local minimum, 
- Derivative becomes smaller
- Update steps become smaller

Can reach minimum without 
decreasing learning rate

minimum



Training Linear 
Regression

Gradient Descent 
for Linear Regression
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Linear regression model

௪݂ǡ௕ሺݔሻ ൌ ݔݓ ൅ ܾ

Gradient descent algorithm
repeat until convergence ሼ

ሽ

Cost function
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߲
ݓ߲ ܬ ǡݓ ܾ ൌ

߲
߲ܾ ܬ ǡݓ ܾ ൌ
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Gradient descent algorithm

repeat until convergence ሼ

ሽ

Update
ݓ and ܾ

simultaneously
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ܾ
ݓ

ܬ ǡݓ ܾ

More than one local minimum
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convex function

global minimum

squared error cost

ܾ
ݓ



Training Linear 
Regression

Running 
Gradient Descent
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size in feet2

price in 
$1000¶V

௪݂ǡ௕ ݁ݖ݅ݏ ܬ ǡݓ ܾ

ܬ ǡݓ ܾ
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ܬ ǡݓ ܾ

size in feet2

௪݂ǡ௕ ݁ݖ݅ݏ ܬ ǡݓ ܾ

ܬ ǡݓ ܾsize in feet2

price in 
$1000¶V

௪݂ǡ௕ ݁ݖ݅ݏ ܬ ǡݓ ܾ

ܬ ǡݓ ܾ
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௪݂ǡ௕ ݁ݖ݅ݏ ܬ ǡݓ ܾ

ܬ ǡݓ ܾ
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௪݂ǡ௕ ݁ݖ݅ݏ ܬ ǡݓ ܾ

ܬ ǡݓ ܾsize in feet2

price in 
$1000¶V

௪݂ǡ௕ ݁ݖ݅ݏ ܬ ǡݓ ܾ

ܬ ǡݓ ܾ



Andrew Ng

size in feet2

price in 
$1000¶V

௪݂ǡ௕ ݁ݖ݅ݏ ܬ ǡݓ ܾ

ܬ ǡݓ ܾ
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௪݂ǡ௕ ݁ݖ݅ݏ ܬ ǡݓ ܾ

ܬ ǡݓ ܾsize in feet2

price in 
$1000¶V

௪݂ǡ௕ ݁ݖ݅ݏ ܬ ǡݓ ܾ

ܬ ǡݓ ܾ
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size in feet2

price in 
$1000¶V

௪݂ǡ௕ ݁ݖ݅ݏ ܬ ǡݓ ܾ

ܬ ǡݓ ܾ
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size in feet2

price in 
$1000¶V

௪݂ǡ௕ ݁ݖ݅ݏ ܬ ǡݓ ܾ

ܬ ǡݓ ܾ
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size in feet2

price in 
$1000¶V

௪݂ǡ௕ ݁ݖ݅ݏ ܬ ǡݓ ܾ

ܬ ǡݓ ܾ
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³%DWFK´�JUDGLHQW�GHVFHQW

³%DWFK´��(DFK�VWHS�RI�JUDGLHQW�GHVFHQW�
uses all the training examples.
ݔ

size in feet2
ݕ

price in $1000¶V

400
232
315
178
ǥ

870

2104
1416
1534
852
ǥ

3210

(1)
(2)
(3)
(4)
«
(47)


